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Spatial frequency tuned channels: implications for structure and
function from psychophysical and computational studies of stereopsis

By J. P.FrisBYy aAnND J. E. W. MAYHEW
Department of Psychology, University of Sheffield, Sheffield $10 2T N, U.K.

B

Various psychophysical experiments investigating the role of spatial frequency tuned
channels in stereopsis are reviewed and a computational model of stereopsis deriving
from these studies is described. The distinctive features of the model are: (1) it
identifies edge locations in each monocular field by searching for zero crossings in
non-orientated centre-surround convolution profiles; (2) it selects among all possible
binocular point-for-point combinations of edge locations only those which satisfy a
(quasi-) collinear figural grouping rule; (3) it presents a concept of the orientated and
spatial frequency tuned channel as a nonlinear grouping operator. The success of the
model is demonstrated both on a stereo pair of a natural scene and on a random-dot
stereogram.
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1. INTRODUCTION

One of the most impressive achievements of the last 15 years or so of vision research has been the
psychophysical and neurophysiological investigation of the spatial frequency (s.f.) tuned
‘channel’ (for reviews, see the paper in this symposium by Campbell, one of the originators of
this work). The evidence is now overwhelming that s.f. channels exist in the visual system of
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many species, including man, and we know a good deal about such things as channel tuning
(see, for example; Mostafavi & Sakrison 1976; Wilson & Giese 1977; Wilson & Bergen 1979).
Curiously, however, relatively little attention has been given to the question of what functional
roles the s.f. channels might serve (Marr’s (1976) paper is seminal exception), and even less to
empirical tests of such ideas as have been formulated. The channels exist, but what do they do?
We have considered how s.f. channels might contribute to texture discrimination (Mayhew &
Frisby 1978¢), but here we review our work on the possible roles served by s.f. channels in
stereopsis.

The problem solved by the visual system in achieving stereopsis is easily summarized: it is to
compute descriptions from the left and right retinal images, match them correctly binocularly,
measure the associated disparities, and thereby build up a depth map of the visual scene. In
principle, relatively high-level descriptions such as object (and/or surface) boundaries could be
computed and matched. In this case, the visual system might achieve the goal of correct match-
ing by taking advantage of the constraint that an object usually presents roughly similar

boundary shapes in the two retinal images. Of course, use of object boundaries could not
provide an entirely satisfactory basis for stereopsis because we easily see the depth variations
that frequently occur within such boundaries. Moreover, the random-dot stereogram (Julesz
1960) demonstrates conclusively that object contours are not necessary for the stereopsis
computation because no objects can be seen in either random-dot stereo half before fusion.
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Whether monocularly discriminable object contours are nevertheless a sufficient basis for at
least a limited form of stereopsis remains a controversial question (Ramachandran et al. 1973;
Mayhew & Frisby 1976 ; Frisby & Mayhew 1977 a; Mayhew et al. 1977 ; Frisby & Mayhew 1978),
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although there is no doubt that monocular cues can play a valuable role in guiding the eye
movements required for fusion in certain circumstances (e.g. when disparities larger than those
covered by Panum’s fusional area are presented; Saye & Frisby (1976); Kidd et al. (1979);
see also Julesz & Oswald (1978)).

Given the finding that high-level descriptions are not necessary for stereopsis, it is natural to
propose that disparity measurements begin with the matching of low-level left/right ‘point’
descriptions (Julesz 1960). This suggestion, however, immediately provokes the follow-up
question: what exactly is a ‘point’ for stereo combination? Grey level points are intrinsically
unsatisfactory because a grey level description does not reliably define a point on a
physical surface {(Marr & Poggio 1976). Hence, what are required are point descriptions that
make explicit changes in reflectance. Of course, given the wide range of textures that can
serve as carriers of stereopsis (Julesz 1971), there is almost certainly no single definition of
a ‘point’ that could cope with all of the many different types of reflectance changes that can
serve as stereo inputs. In this paper, we review some psychophysical studies that have helped
to define what point descriptions are in fact used by the visual system for computing stereopsis,
and we describe a computational model of stereopsis whose design has been guided by this
psychophysical work. '

2. SPATIAL FREQUENCY TUNED POINT DESCRIPTIONS FOR STEREOPSIS

Julesz & Miller (1975) investigated spatial frequency (s.f.) selective processes in stereopsis by
exploring the effects of adding masking noise of carefully controlled spectral composition to
bandpass filtered random-dot stereograms. They found that if the spectral content of the noise
lay more than two octaves distant from the spectral content of the stereoscopic image, then
stereopsis was unaffected. That is, a stereoscopic percept ‘drawn’ in one s.f. could be seen quite
clearly despite the presence of noise from another s.f. band. If, however, the s.f. of the noise
overlapped that of the stereoscopic image, then stereopsis was destroyed. They concluded from
this result that ‘ the globalstereopsis mechanism (which processes the binocular fusion of random-
dot stereograms) utilizes frequency-tuned analyzers, thus these analysers must reside prior to
the stage (or at the stage) of global stereopsis’.

Julesz & Miller’s ideas were developed in greater detail by Frisby & Mayhew (19774) who
were concerned to apply them to the theoretical problems posed by ‘rivalrous texture stereo-
grams’ (see also Mayhew & Frisby 1976). Figure 1 illustrates this development and makes clear
exactly what Frisby & Mayhew meant by an ‘independent s.f.-tuned stereopsis channel’. Each
such channel receives its inputs from monocular s.f.-tuned analysers which filter the retinal
images for particular bands of spectral content. High and low s.f. channels only are depicted in
figure 1, but the dotted lines between boxes represent channels tuned to intermediate frequencies.
Each monocular s.f. channel can be thought of as a 2D array of analysers, each of which
possesses a receptive field whose shape (see profiles in the centre of the figure) determines the
s.f. selectivity of the channel. The row of dots within the monocular boxes of figure 1 represent a
1D slice of each 2D array. The “activity profile’ of the analysers in the slice is shown when they
are responding to a pattern with a luminance profile as depicted in the retinal image boxes.
These activity profiles were obtained from a computer simulation which convolved the input
retinal waveform with the high and low s.f. receptive field profiles shown. In neurophysiological
terms, excursions of the activity profile above the row of dots is to be interpreted as above-
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threshold activity in on-centre units, excursions below as activity in off-centre units. Thus each
dot can be thought of as representing a pair of cells, one selective for ‘brightness’ and one for
‘darkness’ (Jung 1973). The left and right activity profiles for a given s.f. are combined sepa-
rately for the purposes of both local and global stereopsis — hence the phrase ‘independent s.f.-
tuned stereopsis channels’.

retinal monocular independent
images s.f channels s.f-tuned
X stereopsis
high s.f. channels

\: lows.f

high-s.f.
low s.f. stereopsis
receptive - L

left

field
profiles low-s.f.
high s.f stereopsis
highs.f.
right
nnnr
low s.f.

Ficure 1. The independent s.f.-tuned channels model of stereopsis. The stereopsis boxes represent processes
mediating both local and global stereopsis (see text for details). Reproduced from Frisby & Mayhew (19784a)
by courtesy of Pion Limited.

The stereopsis model depicted in figure 1 does not specify what aspects of the s.f. filtered pro-
files are used for making left-right local matches. Frisby & Mayhew (1977 a; see also Mayhew
et al. 1977) implied a scheme whereby any ‘left white point’ could fuse with any ‘right white
point’ (given the usual constraint imposed by Panum’s fusional area) ; mutatis mutandis for left—
right ‘black point’ matches. However, it would be equally possible and almost certainly
preferable to use left-right peak and/or zero crossing matches (see later and also Marr &
Poggio 1979). Thus the key feature of the model is simply that whatever local matches are
made, they are effected between left-right convolution profiles separately for the different s.f.
tuned channels, and with separate resolution of the ambiguity problem posed by false local
fusions (i.e. separate s.f.-tuned global processes as well as local ones).

Given the independent channels model illustrated in figure 1, it becomes of interest to com-
pare stereopsis contrast thresholds for ‘complex’ stereograms composed of multiple s.f. com-
ponents, with similar thresholds for ‘simple’ stereograms composed of a single s.f. The indepen-
dent channels model would predict that the threshold for stereopsis of a complex stimulus
containing widely separated (two octaves different) s.f. components should be reached when the
most sensitive channel reaches its own contrast threshold and that the presence of another s.f.

7 Vol. 2g0. B
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component should not play an important role (given due allowance for probability summation).
Mayhew & Frisby (19784) reported several experiments testing this prediction, using both
circularly filtered and orientated stimuli (figure 2). Contrast thresholds for stereopsis were
always considerably lower than the independent s.f. channels model predicted and a variety of
ways of saving the model from this falsification were tried out but found wanting. As a result,
Mayhew & Frisby advanced the so-called sLuc model of stereopsis (several local unitary
global) shown in figure 3, in which local matches remain s.f.-tuned (and thus capable of pro-
viding a locus for the Julesz—Miller masking effects) but with these feeding a single global stereop-
sis mechanism (cf. Marr & Poggio’s 2% D sketch) for the resolution of local ambiguities and the
build-up of surface descriptions.

At this point we asked: should sLuc be equipped with circularly symmetric local filters, or
orientated ones, or both? Julesz & Miller (1975) used circular filtering for their demon-
strations but the extensive psychophysical literature supporting the existence of orientated s.f
channels (see, for example, Mostafavi & Sakrison 1976), when coupled with the finding that

retinal monocular local unitary
images s.f.channels independent global
- s.f-tuned broad-band
high s.f. disparity stereopsis
. \/\N\/ . matching
left L
T
low s.f.

local high-s.f.
stereopsis
low s.f. 4 global

receptive : - stereopsis

field profiles local low-s.f. /

stereopsis
highs.f.

high sf
right /;
uuuT '
low s.f.

Ficure 3. The sLuc model of stereopsis: Several local independent disparity-matching processes feed a Unitary
Global stereopsis mechanism. Reproduced from Frisby & Mayhew (19784) by courtesy of Pion Limited.

Ficure 2. Contrast summation effects for stereopsis from complex stereograms containing two widely differing
spectral components. (a) Low s.f. stereo pair (2.5 cycles/deg); () high s.f. stereo pair (10 cycles/deg); (¢)
complex s.f. stereo pair (2.5 and 10 cycles/deg combined in the contrast ratio of 1:3): this stereogram has a
lower contrast threshold for stereopsis than predicted by the independent channels model of figure 1; (d)
complex stereo pair made up of two oblique components: as for (¢), stereopsis contrast threshold for this com-
plex stimulus is lower than that predicted if its components were processed wholly independently for stereopsis.
Note that these contrast summation effects do not hold for contrast thresholds for simple detection of these
complex textures. All s.f. values hold (approximately) if the stereo pairs are viewed from about 10 x picture
height. In all three stereo pairs, crossed eye fusion produces the percept of a central square floating above
its surround. Reproduced from Mayhew & Frisby (1978 a) by courtesy of Pion Limited.

7-2


http://rstb.royalsocietypublishing.org/

)
)

.

PHILOSOPHICAL e
TRANSACTIONS THE ROYAL <

SOCIETY

OF

)

o
b
3

A

==

TRANsacions 1 HE ROYAL

SOCIETY

y

OF

Downloaded from rstb.royalsocietypublishing.org

100 J.P. FRISBY AND J.E.W. MAYHEW

cortical disparity units always seem to be orientated (see, for example, Poggio & Fischer 1977),
encourages the belief in at least parallel provision of orientated disparity filters. We have con-
ducted two psychophysical studies on this issue.

The first (Mayhew & Frisby 19784) was an orientational equivalent of the Julesz—Miller
masking study in which we discovered that if stereopsis from an orientated texture was masked
by adding similarly orientated noise to one field, then rotation of the masking noise so that it
would no longer interfere with orientated local matches did not succeed in releasing the stereop-
sisfrom the effects of the mask (figure 4). This is difficult to understand if local matches are made
on orientated s.f. filtered profiles, although it might just be that the rotated noise, while freeing

F1GURE 4. Stereopsis masking and orientational tuning. (2) Orientated-texture stereo pair: crossed-eye fusion
produces the percept of a central square floating above its surround. (b) Same stereo pair as in (a) but masking
noise of similar orientation and s.f. to that of the stereopsis signal has been added to the left half. Stereopsis
is severely impaired and probably impossible for most observers. (¢) Same stereo pair as in (b) but with the
noise component of left field rotated by 45°. The quality of stereopsis is not improved by this rotation, even
though the noise would now be stimulating different orientated s.f. channels from those triggered by the
stereo signal. Reproduced from Mayhew & Frisby (19785) by courtesy of Pion Limited.
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the orientated matches, nevertheless produces interference at a global level from ad /oc spurious
matches set up by non-orientationally tuned units. This possibility seems to us doubtful, how-
ever, in view of the known resistance of stereopsis to masking stimuli in many circumstances (see,
for example, the many illustrations in Julesz (1971) to this effect).

Secondly, we have pointed out that orientated s.f. filters are in principle very poor devices
for dealing with certain disparity cues, namely those from a surface with rapidly changing depths

{a)

) B

F1cure 5. The processing of rapidly changing disparities is problematic for orientated s.f. channels. (z) Stereogram
portraying a surface with near-horizontal corrugations. (b) Vertical filtering of (a) (orientation bandpass =
vertical + 45°) renders stereopsis impossible. (¢) Horizontal filtering of (a) (orientation bandpass = horizontal
+45°) severely impairs stereopsis.

(Mayhew & Frisby 19794). Consider, for example, the stereogram shown in figure 5 which
depicts a series of horizontal corrugations (as though the observer were looking down on a
corrugated roof). Vertically tuned s.f. filters could not in principle extract the depth information
from this figure: they would inevitably have receptive fields spreading over several ‘disparity
rasters’ and so smear the disparity cues hopelessly. It might be argued that the depth could be
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mediated by horizontally tuned units in these circumstances but the poor quality of stereopsis
deriving from a horizontally filtered version of the corrugated stereogram (figure 5¢) suggests
otherwise, as does the fact that many naive subjects cannot obtain any depth whatsoever from
this horizontally filtered stereo pair, whereas they can do so easily for the unfiltered original.

We conclude from these two studies that orientated s.f. filters do not seem to be used in the
human visual system for establishing disparity matches. If valid, this conclusion would seem to
demand a revision of Marr & Poggio’s (1979) model of stereopsis which uses just such filters,
although the revision required on this score may not be very fundamental (e.g. the simple
substitution of circular for orientated filters may be enough). Of course, our rejection of
orientated s.f. filters for stereopsis does not preclude other types of orientational selectivity
embedded in the stereopsis mechanism. For a discussion of one alternative form of orientational
tuning, we turn now to our computational model of stereopsis, called STEREOEDGE, which was
designed with the foregoing psychophysical work in mind.

3. STEREOEDGE: A MODEL FOR THE COMPUTATION OF BINOCULAR EDGES

For sTEREOEDGE (Mayhew & Frisby 19794), a ‘point’ for stereo combination is an image
location through which an image edge runs. To qualify for potential fusion, a pair of left and
right edge points must possess roughly similar orientation and the same contrast polarity (e.g.
a point that is part of a white-to-black edge in one field can fuse only with a white-to-black
point in the other field, and not with one whose polarity is black-to-white). All possible local
point-by-point combinations satisfying these requirements (and also that of falling within a
realistically sized Panum’s fusional area) are listed and a selection is then made of just those
that conform to certain rules of figural grouping. In this way, STEREOEDGE takes advantage of
the constraint that correct points for stereo fusion will be embedded in roughly similar contours
in the two retinal images. Or course, these contours need not be object contours: they could be
contours defining local elements within an object boundary and hence the constraint is appli-
cable to a wide range of textures used for random-dot stereograms. Note that this constraint is
quite different from either of those employed by Marr & Poggio (1976), i.e. the constraints of
‘uniqueness of matches’ (of suspect validity anyway, given Panum’s limiting case) and ‘depth
continuity’.

By using rules of figural grouping for disambiguating local matches, the processing of dis-
parity information by STEREOEDGE is intimately incorporated in those early visual computations
contributing to figure-ground separation (Marr 1976). Thus STEREOEDGE represents an imple-
mentation of our earlier speculation that ‘the processing of global disparity occurs in parallel
with (rather than after) the very first stages of the computation of the symbolic descriptions of
the visual scene . . ., the two processes sharing the same neural elements’ (Mayhew & Frisby
1978a).

STEREOEDGE has two main parts, one monocular (called zErRoPOINT) and one binocular
(called MaTcH), and these will be described briefly in separate sections.

3.1. ZERoPOINT: A procedure for finding monocular edge locations

STEREOEDGE’s first procedure, called ZEROPOINT, begins by convolving a grey level description
of each monocular input image with a centre-surround operator (Laplacian). It then locates the
points within each two-dimensional convolution profile through which contours pass. Left and
right images are dealt with independently at this stage.
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3.1.1. The centre—surround convolution .

The design of the centre-surround operator can be varied at will so that it models a spatial
frequency (s.f.) tuned channel of any desired characteristics. For example, figure 64 shows an
input stereo pair portraying a teddy bear and figure 6¢ provides samples of the left and right
convolution ‘images’ obtained by ZEROPOINT when its centre-surround operator is modelled
approximately on the human contrast sensitivity function reported by Blakemore & Campbell
(1969), i.e. when the centre-surround operator is equivalent to the broad-band channel shown
in figure 7. Note that in a biological visual system, the whitish areas of figure 6¢ might be
encoded in on-centre units and the blackish areas of off-centre units. Note also that in this
particular case, the large areas of mid-grey do not signify zero convolution counts: the low-pass
characteristics of the channel ensure that some response is made even to near-uniform areas of
luminance (some retinal ganglion cells respond to overall level of luminance; Robson 1975).
This feature has an advantage when zEROPOINT proceeds to locate contours, as will become
clear shortly.

Of course, given the work reviewed earlier implicating s.f.-tuned mechanisms in stereopsis,
it is necessary to build in at some stage greater s.f.-selectivity than that of the broad-band
channel of figure 7. This is an important issue to which we return later, having described
STEREOEDGE’S basic structure in terms of operations on a broad-band convolution profile. How-
ever, note that in view of our conclusion about the absence of orientated s.f.-tuned disparity
processes, all convolutions used by STEREOEDGE are provided by circularly symmetric filters.

3.1.2. Locating points on contours

Contour boundaries in convolution images such as those of figure 6 are marked by positive—
negative cross-overs (for figure 6¢, white~black transitions), and zErorOINT is designed to
obtain a description of where these zero crossings (z.cs) occur. Thus zZEROPOINT records the
location of each z.c. (figure 6d) and ties to each one a description of:

(a) contour polarity (i.e. which side of the z.c. positive or negative);

(b) contour orientation (obtained by measuring the positive-negative gradient in eight
orientations around each z.c. and then taking the contour orientation as that of the
orientation providing the minimum gradient);

(¢) contour gradient perpendicular to contour orientation.

Note that it is necessary to avoid logging positive-to-zero and negative-to-zero returns on
either side of a contour boundary as ‘genuine’ z.cs: obviously they are not. In fact, such
‘returns-to-zero’ are infrequent for a broad-band operator with a low-pass characteristic of the
kind shown in figure 7: usually, in such cases, convolution counts each side of a boundary stay
either slightly positive or slightly negative, a fact that helps avoid logging ‘spurious’ z.cs. How-
ever, a few returns-to-zero are to be expected even in a broad-band channel and ZEROPOINT
deals with them by eliminating any cross-overs that fall below a certain threshold gradient size.
In narrow-band channels, returns-to-zero are much more common and also need a different
approach for their elimination, the best one probably being to select as genuine z.cs only those
cross-overs that occur in the same location in more than one channel (see later).
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3.2. MartcH: A procedure for the binocular combination of edge locations

Monocular ‘points’ used by mMaTcu for binocular combination are z.c. locations of similar
contour polarity and orientation discovered by applying ZEROPOINT separately to each mono-
cular image. However, similar left and right z.cs are combined (Panum’s fusional area = +3
pixels horizontally, + 1 pixel vertically) only if certain neighbourhood constraints are met around
each potential z.c. fusion. The procedures applying these constraints embed certain principles of
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figural grouping, and in this way ambiguity resolution among all possible local z.c. matches is
achieved.

The strategy used by MaTcH for constraining which z.c. combinations are finally utilized is to
allow only these z.c. matches that are collinear (or quasi-collinear) in any particular depth
plane. (In fact, we have explored extending the general scheme by allowing collinearity across
depth planes, i.e. allowing collinear tilts, and there seem to be no difficulties in principle with
this extension.) Marcu employs its collinear stratagem at various levels to select from a com-
plete list of all possible z.c. matches (figure 6¢) only those z.c. matches that reflect ‘correct’
edge fusions.

(a) First, a list is generated of all possible cyclopean assertions about short edge sections.
Each such section is called a MICROEDGE and each one must be composed of at least three
(quasi-) collinear matching z.cs in each eye’s image spanning a distance of up to 7 pixels. Gaps
of up to 2 pixels are allowed within each MICROEDGE and, as mentioned earlier, z.c. matches
must share the same polarity and similar orientation ( + 45° seems satisfactory and matches

FIGURE 6. STEREOEDGE dealing with a stero pair of a natural scene (see text). (a) Grey level images (128 x 128
pixels) of the stereo halves so arranged that crossed-eyed fusion produces appropriate depth effects (i.e. right
stereo half on the left hand side of figure). (b) Grey levels (32 x 32 pixels) in the region of the teddy bear’s left
eye and enlarged to illustrate details of STEREOEDGE’s operation in subsequent figures. (¢) Convolution outputs
obtained from using the filter described in figure 7. (d) Zero crossing (z.c.) locations discovered in the right and
left convolution outputs of (¢) in the regions demarcated by the boxes. The numbers of each z.c. location
indicate the orientation associated with that z.c. (number code for orientations inset in the left half). Note that
equivalent right-left contours are represented by collections of z.cs that differ in their details, a fact that
reflects faithfully the grey level images from whence they came. Any competent stereopsis processor must be
able to deal with such left-right image differences. (¢) Potential z.c. matches obtained by combining the two
halves of (d). Computer storage limitations necessitate that a restricted region is dealt with at any one time,
shown here by the inset window. The search for potential z.c. matches begins with the right eye (in a sense,
therefore, treated as the ‘dominant eye’). Thus for each z.c. in the right eye, a search is made along the same
horizontal raster in the left eye (Panum’s fusional area = = 3 pixels) for a suitable z.c. for matching. Require-
ments for a match are (i) same contrast polarity and (i) roughly similar orientation (+45°). If no suitable
left z.c. is found, then the vertical extent of Panum’s area is relaxed to + 1 pixel of vertical disparity. If only
one match is found, then this is coded with an M plus a number which represents the disparity of the match
(+ 3 pixels disparity, equivalent to about + 8’ disparity if the stereo pair is viewed from about 10 x picture
height. If more than one match is found, then this is shown with a G plus a2 number which gives the number
of potential matches (G because the number includes ghosts). (f) Iteration 1 of the filtering algorithm. If a
z.c. location is found to have just one possible match, then its orientation is given as a number code (see
orientation code inset in (d)) and an asterisk is bound to it on either side. If a z.c. location has more than one
possible match, then asterisks are absent and only a number is given which shows the number of possibilities.
Z.c. locations with no possible matches according to the point reached by the algorithm at this stage are
shown with a zero. (g) Iteration 3 of the filtering algorithm. Note that little change has occurred since iteration
1 for this particular region of the scene, the first iteration having done virtually all the work possible given
the filtering constraints embedded in the algorithm. Coding as for (f). () Final ‘best bet’, achieved by
resolving any ambiguity left over from the filtering algorithm by selecting the ‘strongest’ z.c. match at any
ambiguous location, i.e. selecting that z.c. match with the largest weighting function. Note the successful
resolution of ambiguities recorded in (¢), (f) and (g). Coding as for (f). (i) Details of the data base provided by
STEREOEDGE. Specimen print-outs are shown for just three of the z.c. locations given in (£). ‘ Probables’ are a
list of z.c. matches that survive right up to the ‘best bet’ stage; ‘possibles’ are those z.cs that have been
excluded at some stage but might later be resuscitated and so are kept in store. The parameters tied to each
entry are: ORIENT, orientation given as a number (code shown inset in (d)); LENGTH, the number of z.cs
contributing to the MICROEDGE in which the z.c. in question is embedded ; UPEDGEDIRECT, the direction of the
maximum gradient at the z.c. expressed on a 16 point scale that gives information about contrast polarity;
DispARITY, + 3 pixels; wEiGHT, weighting function as described in text. The list of MATCHES records ghosts that
have been eliminated. Note the successful location of the edges of the eye in depth planes in front of the edge
of the head. Note also that although STEREOEDGE prints out individually its matched z.cs, it would be a trivial
matter to group these into larger-scale edge assertions.
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involving horizontal z.cs seem to cause few problems). Tied to each possible MICROEDGE
assertion is the disparity and orientation of points along its length, and a weighting. The latter
is a crude evaluation function: the longer and straighter the MICROEDGE the better; gaps in the
MICROEDGE reduce the weight. Figure 6 f illustrates the kind of output available at this stage.

B

THE ROYAL
SOCIETY

—

F1GurE 7. Receptive field profile used for producing the convolution images shown in figure 6¢. The scale below the
profile is in image pixels. The receptive field is roughly equivalent to a broad-band channel that would pro-
duce the contrast sensitivity function described by Blakemore & Campbell (1969).

(b) Next, the list of possible MICROEDGE assertions is pruned down by taking into account

PHILOSOPHICAL
TRANSACTIONS
OF

certain wider neighbourhood relationships. To stay in the list, a MICROEDGE must be either very
strong (large weighting), or the only one in its vicinity, or else supported at one or other end by
a neighbouring MICROEDGE that shares a similar orientation and disparity. (In a monocular
curvilinear aggregator of the same general type, we have included the capability for allowing
support at bends and corners to generate angle assertions. This extension is, however, too
demanding of computer storage to be run in binocular mode on our machine at present.) The
general elimination procedure is a parallel iterative Waltz-type filtering algorithm (Waltz 1975)
in which MICROEDGE assertions without neighbourhood support (cf. incompatible blocks—world
line labelling in Waltz 1975) are removed from the current list. MICROEDGES that are eliminated
in this way, however, are not completely discarded but instead entered in a list of ‘possibles’.
Such MICROEDGES are no longer considered in successive iterations of the algorithm but they
are recovered should the algorithm remove all MICROEDGE candidates in a given vicinity. (This
latter eventuality often happens with z.cs towards the end of an edge, and particularly at the

end of thin lines where the terminal z.c. has an orientation perpendicular to the z.cs forming
the body of the line, so rendering it ineligible for support from these neighbours). The algorithm
typically needs only three iterations to converge (figure 6f, g).

(¢) As will be apparent from the foregoing, the constraints embedded in the curvilinear
filtering algorithm often fail to force a unique interpretation, an outcome which contrasts with
the blocks-world situation where the available constraints are so much stonger. Here, quanti-
zation fuzz spawns a blur of similar, mutually supporting and essentially equivalent MICROEDGE

THE ROYAL
SOCIETY

assertions so that it is necessary to have an additional step to determine which MICROEDGEs are
to be allowed to survive to the end. It turns out that it is sufficient simply to use the weighting
function to select the ‘best’ of any competing group (figure 64).
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3.3. The need for s.f. information

For the purpose of computing primal sketch assertions, Marr (1976) used linear orientated
s.f. channels as the measurement devices whose outputs were parsed both for descriptions of the
orientations of contours in the input and for descriptions of contour type. S.f. information
proved essential for the latter objective, e.g. for assertions of EDGEs of various degrees of fuzzi-
ness. As will be clear from the foregoing account of STEREOEDGE, we have found it computa-
tionally convenient (as well as psychophysically sensible) to extract the orientation structure of
an input image by using nonlinear orientated grouping processes operating upon non-orientated
convolution profiles. We now turn to the question of whether our general scheme can be
expanded to incorporate s.f. information essential to descriptions of edge type.

First, we note that as far as edges are concerned, s.f. channels with different tuning produce
z.cs that all tend to fall in the same location (figure 8). As a result, z.cs in Laplacian convolution
profiles seem ideal candidates for building up a good ‘skeleton’ around which to integrate
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F1Gure 8. (a) Grey level input image (128 x 128 pixels) of Sir Isaac Newton. (b) Z.cs found by four differently
tuned s.f. channels (all non-orientated) on a 32 x 32 pixel section of figure 8 a: z.cs found by the 2.6 cycles /deg
channel are shown with | , by the 3.6 cycles/deg channel with |, by the 5.2 cycles/deg channel with —, and by
the 7.2 cycles/deg channel with /. All s.fs apply for a viewing distance of figure 82 of about 10 x picture height.
Note that z.cs in different channels show quite good alignment.
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s.f.-tuned information relating to edge type. In contrast, peaks in Laplacian profiles from edges
fall on either side of the edge’s location, with their exact separation depending strongly on the
s.f. tuning of the Laplacian and the slope of the edge with which it is dealing.

Secondly, note that the situation is the other way round for lines, where the peaks in the
Laplacian profiles show convenient alignment, with the z.cs spread out on either side of the line
centre. Consequently, a search for peaks showing similar locations in different channel outputs
seem a sensible strategy for locating lines. In fact, we have already written a program that uses
the nonlinear grouping of peaks to obtain MICROLINE assertions and it is planned to extend this
monocular program to one capable of describing binocular lines. The difference between the
peaks—z.cs situation for edges and lines follows from the fact that the Fourier components for
an edge tend to be in sine phase whereas those for a line are in cosine phase.

Thirdly, the gradient of a z.c. is related to the contrast and frequency of the input. Indeed,
because the gradient of a z.c. is directly proportional to input frequency, it is tempting to think
that the human system contains an implicit compensation for the high frequency cut of the
contrast sensitivity threshold function (Georgeson & Sullivan 1975).

Fourthly, Marr (1976) showed how the local spectrum of peaks delivered by a collection of
different s.f.-tuned convolutions could be parsed into a description of edge type (i.e. fuzzy edge,
sharp edge, etc.). The same objective can be attained in much the same way working not from
peak information (as did Marr (1976)) but from the spectrum of z.c. gradients produced by s.f.
channels for any given edge. Indeed, Marr now uses this approach himself (see his paper in this
symposium.)

Summarizing the above points regarding edge descriptions and s.f. channels, it seems that a
nonlinear orientated grouping of z.c. locations, taking into account z.c. gradients provided by
several (say three or four) non-orientated s.f.-tuned channels, is a convenient and sufficient
basis for computing edge descriptions — their location, orientation, type and contrast. Moreover,
and most importantly for present purposes, the cyclopean grouping processes implemented in
STEREOEDGE, for utilizing disparity information given by a broad-band channel, need little
extension to be able to cope with the extra information provided by several monocular s.f.-
tuned inputs. We are currently extending STEREOEDGE to explore the idea that the description
of edge type takes place at one and the same time as the utilization of disparity information. In
this way, STEREOEDGE will exhibit a degree of s.f. selectivity which, we expect, will model the
Julesz—Miller stereopsis masking effects with which we began our programme of research.

4. LIMITATIONS: THE NEED FOR POST-CYCLOPEAN AND OTHER PROGESSES
4.1 Higher order grouping processes

The binocular edge descriptions returned by STEREOEDGE are local assertions characterizing
the properties of an edge along its length (i.e. the orientations, polarities and disparities of its
constituent points). Obviously, such descriptions can contribute substantially to the rich data
base of low-level assertions needed by such processes as texture discrimination, region finding,
large-scale curvilinear aggregation for object boundaries, etc. (Marr 1976). Indeed, we have
implemented a program (called FRECKLES because it computes BLOB descriptions of various
types) that applies higher-order grouping processes to the ‘pointillist’ output delivered by
STEREOEDGE. This program will be described elsewhere (Mayhew & Frisby 1980).
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4.2 The problem of global stereopsis

Mention was made earlier of the distinctions between local stereopsis (individual point-by-
point matches) and global stereopsis (a resolution of the ambiguity existing within the pool of
potential local point-for-point matches, i.e. a selection of correct local fusions at the expense of
false local fusions or ‘ghosts’). STEREOEDGE, however, reduces virtually to zero the scale of the
global problem by insisting that potential local matches must be made only from points with
identical polarity and roughly similar orientation. Given these restrictions, and a sensible
(realistically small) Panum’s fusional area, very few ghosts appear when potential local fusions
are listed for the teddy bear stereogram (see figure 6¢). To be sure, some ghosts do appear but
these are usually produced by horizontal edge sections i.e. by intrinsically ambiguous regions
of an image as far as depth from disparity is concerned, an ambiguity which can only be
sorted out by later stages “filling in’ between correct depth locations assigned to edge ends
(see § 4.3). Other ghosts can appear as a result of quantization fuzz and a certain sloppiness
at corners due to the + 1 pixel of vertical disparity which is allowed. Of course, it is of con-
siderable interest to see that such ghosts as do appear in figure 6¢ are eliminated by the simple
principle of figural grouping embedded in STEREOEDGE, but the key feature to note is that
the global stereopsis problem as such hardly exists when potential point-for-point matches are
restricted by a sensible definition of what constitutes a point-for-point match.

It might be asked, however, whether the situation would be as straightforward as this for a
random-dot stereogram, which is normally thought to be a type of stereo input which presents a
global problem in an especially acute form. The answer for a type of random-dot texture that
suits STEREOEDGE’S requirements for edges is given in figure 9. Somewhat surprisingly, ghosts are
relatively rare here also and present no more problems than for the teddy bear stereogram. Of
course, it might be that certain random-dot textures (such as those composed of myriad small
dots) might not fall so readily to the present strategy, although it is interesting to observe that
such textures often create severe difficulties for human subjects anyway and can produce very
long stereopsis latencies (Frisby & Clatworthy 1975). Also, of course, stereo inputs can always
be devised that create ghosts that are as numerous and strong as correct fusions (e.g. those with
repeating sub-patterns). However, multiple stable states would then be just as characteristic of
an artificial stereo system based on STEREOEDGE as they are of the visual system itself (vide the
wallpaper illusion).

4.3. The need for a 23D sketch

STEREOEDGE delivers a description of edge locations and their relative depths, but it takes no
account of the areas of image intervening between edges. Clearly, what is required is for the
depth information tied to edges to be integrated with depth information tied to other image
features (e.g. lines), and the whole used to build up a complete depth map of surfaces in the
scene being viewed. In short, a computation of the kind envisaged by Marr for arriving at the
23D sketch seems the obvious next step (see Marr’s paper in this symposium). Perhaps one
component part of this computation could be ‘filling in’ the depth assigned to areas between
edge locations, conceivably with the use of a minimum curvature algorithm of the type pro-
posed by Ullman (1978) in connection with illusory contours.

Given that STEREOEDGE can fuse successfully patches of texture that are viewed with an
appropriate vergence angle (i.e. the correct fusions falling within the allowable window defined
by Panum’s fusional area), a further requirement is to devise a mechanism that can shift the
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